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ABSTRACT
Three-dimensional design software is challenging for novices
and non-experts; when working with objects that already exist,
the task becomes even more difficult. We present Printy3D,
a system that enables children to design customized contain-
ers for electronic modules using tangible interaction and spa-
tially augmented reality feedback. Our system allows users
to position physical objects in three dimensions relative to a
virtual container, providing feedback on placement location
and validity. We implemented two different interaction styles
and conducted a user study with 26 participants, 23 of them
children. We detail the results of our study and suggest impli-
cations for design as well as opportunities for future research
for systems of this kind.

CCS Concepts
•Human-centered computing ! Mixed / augmented real-
ity; Interaction techniques;

Author Keywords
Augmented Fabrication; 3D Printing; Augmented Reality

INTRODUCTION
The maker culture has seen a boost in popularity, with the
establishment of makerspaces as public spaces for creating and
sharing together. There has also been a push for more creative
learning in schools, with 3D printers and other fabrication
devices being introduced in classrooms [9]. The use of 3D
printing and other maker activities in educational settings has
increased in part because of the potential for more engaged
and active learning; 3D printing in particular can provide
an ecosystem for improving independent learning through
construction and physical manipulation [15], and can also
provide an avenue for children to become more interested in
STEM fields [20].

However, not all technologies in this emerging maker culture
are easy to learn. While 3D printing has become a popular
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(a) (b)
Figure 1. Printy3D’s two interfaces: flat (a) and platform (b).

fabrication technique, the modeling software available to cre-
ate 3D models can be complex for a non-expert user due to
the high learning curve. One of the main difficulties with 3D
modeling software is the need to visualize and interact in a
virtual 3D space on a 2D screen. This is in part because the
cognitive requirements to conceptualize physical objects in 2D
space is more demanding than interacting with the physical
objects themselves [48]. It is only after thorough practice that
one may become adept at this particular skill set [46]. As non-
expert users initially interact with 3D modeling software, they
can become frustrated and lose interest in their creations [11].
Difficulties such as these might turn away individuals who
would otherwise want to learn how to transform their ideas
into physical objects.

Further issues emerge when working with existing objects.
Previous research has shown that many potential users of 3D
printing want to fabricate new items to interface with exist-
ing objects, for example to upgrade or repair them [56], an
activity that has been termed “augmented fabrication” [5]. Un-
dertaking this design task requires three actions of the user:
1) capturing the physical characteristics of existing objects,
and their spatial relationships to each other; 2) designing geom-
etry to be fabricated in relation to the physical characteristics
of the existing object; and 3) understanding how the fabricated
object will interact with the existing artifact. Current design
tools generally support these tasks indirectly, requiring the
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user to manually translate between the real world object and
the digital model on the screen. This requirement imposes
large gulfs of execution for capture and design, and a large gulf
of evaluation to understand the potential output [32].

Tangible interaction offers a way to bridge these gulfs: phys-
ical user interfaces provide in-context interactions and rich
physical affordances. Previous research has illustrated the
advantages of tangible UIs. Hurst et al. discussed the poten-
tial of tangible interaction to develop more-accessible design
hardware and software [31] and Fails et al. found advantages
of physical over digital environments for young children [16].

In this paper, we present a first step towards combining the
advantages of direct manipulation from tangible interfaces
with the rich capabilities of 3D design software: rather than
forcing users to use a two-dimensional interface for three-
dimensional design, our research investigates the potential to
incorporate spatial augmented reality into a tangible design
environment. Our goal is to allow the user to work directly
with the existing object as part of the design process.

Our system, Printy3D, contributes to the growing research
in providing non-expert fabricators with accessible tools to
design in 3D. Rather than creating a complex, full-fledged
3D design environment, Printy3D focuses on the simple yet
compelling use case of enabling children to design and fab-
ricate customized enclosures for electronics projects created
with the commercial modular electronics toy littleBits1. With
Printy3D, users position littleBit modules in a physical 3D
space relative to a virtual container. They are supported by
a spatial augmented reality environment which provides pro-
jected feedback to the user as they design inside a digital
container. Projected visual aids guide the user in valid mod-
ule placement, while a second screen also displays a full 3D
rendering of the container for an additional view of how the
littleBits will be configured inside the model.

We explored two different interaction techniques to enable
non-expert users to position physical objects in a virtual 3D
space. The first interface spreads out the 3D container into
a 2D surface, allowing the user to more-quickly move the
modules around, but separates the form of the design from
the eventual output. The second interface incorporates plat-
forms as support material to allow littleBit placement in three
dimensions. The platforms also act as a projection surface for
visualizing the virtual container co-located with the physical
electronics modules in a one-to-one correspondence.

In the remainder of this paper, we discuss the design rationales
behind Printy3D, detail our implementation, and share the re-
sults of a preliminary study we performed with three adult and
23 child participants. Finally, we discuss how the knowledge
gained from creating and testing these proof-of-concept inter-
faces will help guide the development of future tangible and
3D interaction spaces used in computer-aided design (CAD)
tools.

RELATED WORK
Printy3D pulls inspiration from several topics of research
within human-computer interaction, including 3D tangible
1 littlebits.cc

interaction, spatial augmented reality interfaces, 3D design for
novices and children, design for augmented fabrication, and
mixed reality interfaces for augmented fabrication.

Tangible Interaction in 3D
Research in tangible interaction has started to address the
challenge of physical interaction in three dimensions. Much
of the work to date has focused on information visualization
and physical output, for example with acoustically levitated
particles [44, 45]. Researchers have also investigated allowing
users to interact with these displays. Several projects have
created hovering balls that users can directly interact with,
using magnets [41] or air jets [2, 66], but these objects must
be magnetic or very lighweight and spherical. Another air-
based project used small quadcopters to represent information
in 3D space [24], but would not work on the small scale of
littleBits modules. Some work has directly supported objects
in 3D, with a movable “stalk” for 2.5D interaction [57] or with
objects mounted on the end of a robot arm [4]. These projects
only support one object at a time. In Printy3D, we only track
the location of the objects as the users manipulate them, rather
than attempting to actuate them, which greatly simplifies our
system design.

Spatial Augmented Reality Interfaces
Spatial augmented reality is defined as augmenting an envi-
ronment “with images that are integrated directly in the user’s
environment, not simply in their visual field” [52]. The use
of spatially augmented workspaces for design and interac-
tion is not novel. Tangible Viewports used a projector posi-
tioned behind the user to display realtime changes of graphical
skins onto objects held up to and near the desktop worksta-
tion [23]. Unlike Printy3D, however, the projections repre-
sented decal-like additions that do not attempt to portray a
three-dimensional environment. Whiteley et al. also made use
of a hybrid environment for iteratively designing 3D-printed
objects from built-up primitives [63]. In their Tangible-Tango
system, they used a Microsoft PixelSense tabletop screen for
tracking printed objects with tags placed on their bottoms.
Users constructed objects level-by-level with visualizations of
the lower levels displayed on the screen underneath. A full
rendering of the combined primitives was shown on an adja-
cent vertical screen. However, because visualizations were
presented under the objects, this meant that they could only
be visible around the objects. Printy3D’s projector-based in-
terface enables feedback to be displayed on top of objects,
including the bounds of the container and various checks on
valid littleBit placement.

3D Design for Novices and Children
While expert users of computer-aided design tools become
very competent, newcomers to these pieces of software suf-
fer from a variety of difficulties. Standard CAD packages
have been shown to be difficult to learn [25], while even sim-
plified software such as TinkerCAD2 can still be hard for
novices. One fundamental issue stems from the difficulty
novices experience in understanding the idea of navigation in
CAD programs: in their study of novice makers, Hudson et al.
2 tinkercad.com
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found that some users were confused by TinkerCAD’s two-
dimensional representation of three-dimensional forms [30],
and McNally et al. discovered multiple problems encountered
by children using simplified 3D-modeling software [42].

Using physical visualization may be an effective way to en-
hance users’ spatial understanding [58], and researchers have
explored various methods to allow design input via tangible
manipulation. One method explored in the literature is using
building blocks to enable users to create 3D objects by physi-
cal manipulation. Many of these examples involve augmenting
the blocks with circuitry to track their locations relative to each
other [3,10,37,50]. While promising, these approaches are ex-
pensive due to the custom electronics required in each building
block, and the resolution tends to be low for the same reason.
Other approaches use computer vision approaches to capture
block positions [7, 28, 34]. Printy3D, while using computer
vision to track objects, focuses on positioning physical objects
relative to already-created 3D models, using building blocks
in one interface as a support for the third dimension.

Previous research has also investigated ways to create more-
tangible user interfaces for children when using modeling
software, both for educational purposes and for creative
endeavors—including some work in augmented fabrication.
KidCAD emphasized using existing physical objects as in-
spiration for remixing new objects via a clay-like interface
that tracks impressions made in the surface [18]. Easigami
provided a tangible way of building geometric structures by
connecting simple polygons together to create a matching vir-
tual model [29]. Like Printy3D, these interfaces incorporate
physical interactions to address the cognitive conflicts faced by
children when attempting to use solely 2D software to create
3D objects.

Design for Augmented Fabrication
Designing for augmented fabrication can be challenging: as
discussed earlier, it requires capturing information about ex-
isting objects, designing new geometry to be fabricated, and
understanding how the new objects will work with the exist-
ing ones. Many domain-specific interfaces exist in the liter-
ature that address this problem [1, 12, 13, 14, 17, 19, 21, 26,
38, 51, 59, 60, 67]. Most relevant to our work are those that
address combining existing electronics with fabricated enclo-
sures. Weichel et al.’s Enclosed provided a CAD environment
for designing laser-cut enclosures in conjunction with hobbyist
prototyping boards [61], Pineal enabled embedding phones or
smartwatches into 3D-printed objects to add interactivity [39],
and Printy provided an interface to embed littleBits into 2D ex-
truded containers [5]. All of these interfaces are screen-based,
providing some of the advantages of CAD such as automatic
error-checking, but require simulation of the electronics to
provide feedback to the user on how the final product will
function.

Mixed-Reality Interfaces for Augmented Fabrication
One method for making augmented fabrication more intuitive
is through mixed-reality interaction, where virtual and physical
content is seamlessly placed side-by-side. Several works used
see-through augmented reality to capture existing objects [40]

or to model new objects in relation to existing ones [38, 65].
NatCut enabled the creation of 3D laser-cut containers for
electronics by allowing the user to place components on a Mi-
crosoft PixelSense table [55]; however, its table-based nature
required a user to design a 3D object in 2D space. MixFab
used see-through AR to allow users to manipulate scanned
objects relative to new models in 3D [62], but does not offer
the ability to place the physical objects themselves. Mak-
ers’ Marks “mixes reality” via fiducial-based stand-ins for
electronic components attached to user-built physical mod-
els; these models are later scanned to create 3D-printable
objects [54]. Peng et al. created an augmented reality design
interface that used a robot arm to fabricate during pauses in
the design process [47]. Printy3D combines aspects from all
these projects to create a unique interface that enables tangible
interaction in three dimensions for designing containers for
electronics.

PRINTY3D
As evidenced by a wealth of shared photos on the littleBits
site3 and other websites, child makers often personalize their
littleBits-based project by building custom containers for their
circuits. These containers are typically constructed out of ba-
sic found items such as cardboard boxes and tape (Figures 2a
and 2b). While flexible and allowing for creativity, these
containers can be unfinished-looking and flimsy. Some adult
makers have made littleBits containers with digital fabrica-
tion methods (Figures 2c and 2d). These methods, however,
require in-depth knowledge of CAD programs and fabrica-
tion processes: the littleBits need to be measured, modeled
with CAD software, placed virtually within the container’s
3D model; the model must be modified with cavities, mount
points, and button and light holes for the littleBits; and the fi-
nal product must be checked for 3D-printing soundness. All of
these steps are technically challenging for a novice hobbyist.

The original Printy application addressed this issue by provid-
ing a digital interface with graphical renderings of littleBits
in the circuit [5]. Users could then move around these rep-
resentations along one plane on the screen to position them
within a 2D container (Figure 3). The system then extruded
the container into 3D, modified it with fittings and holes for
the littleBits, and output a printable file.

Printy3D takes these interactions further by including both
tangible interaction and the ability to design in 3D space. We
opted for physical interaction rather than fully screen-based
due to both prior research findings [30] and our experience
with the original two-dimensional Printy suggesting that a
tangible interface would be easier to use, avoiding problems
both in understanding 2D representations of 3D models and in
understanding the onscreen representations of the electronic
modules.

By working directly with the objects in a physical space in
three dimensions, users have a more direct way of seeing and
experiencing the container they are designing. This strategy
decreases the gulfs of execution and evaluation [33]: the gulf
of execution shrinks because the user physically manipulates
the littleBits they want to use, rather than having to imagine
3 See littlebits.cc/projects
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(a) Flashlight (b) Robot (c) Keytar (d) Dragon
Figure 2. Publicly-shared littleBits-based inventions by children ((a) and (b)) with cardboard-based cases, and by adults ((c) and (d)) with fabricated
cases. Photos c by Flickr users marysvillelibrary and Ultra-lab , and Thingiverse users Quixotic and littleBits, cropped and color-corrected.

Figure 3. Original Printy user interface. littleBit drag-and-drop place-
ment is limited to one plane for creating a 2.5D container.

how the circuit would connect together in the real world based
on the digital renderings; the gulf of evaluation also dimin-
ishes because after the user places them, the objects reside in
physical 3D space with a direct one-to-one correspondence
with where they will appear in the finished container. Printy3D
strives to provide a physical 3D environment where users can
feel they are naturally able to design a container around a
littleBits circuit. Using this system also ensures the littleBits
will fit inside the designed container without needing to print,
test, and redesign the container.

The main audience for Printy3D is children, as they may find
the most benefit from designing with this system: children
are typically novices to the world of 3D modeling in a digital
environment, but are very familiar with physically playing with
objects. Children also learn through experimentation: they
tend to design through trial and error, also known as epistemic
action [36]. As such, a physically manipulable interface may
be more accessible for them to engage in creating in 3D.

Interface Design
Printy3D’s setup centers around a physical spatially aug-
mented reality interface, with a supporting role played by
a computer monitor interface. The augmented reality interface
tracks the littleBits in physical space, and provides a projected
overlay that visualizes both where the littleBits are in relation
to the virtual container, as well as if each module is placed in
a valid location. Because the development of tangible inter-
faces for modeling is still in the early stage, we explored the
possibilities of what the interactions in our system could look
like, and how they would be perceived by users. Consequently,

we developed two different versions of the physical interface:
1) the flat interface; and 2) the platform interface (Figure 1).

Both interfaces enable the user to move the physical littleBit
modules with respect to a projected virtual container. As the
user does so, the monitor shows a preview of the modules in-
side a 3D rendering of the completed container (Figure 7). The
difference between the two interfaces is in how they handle
the third dimension: while both divide the model’s height into
multiple slices to allow littleBit placement, the flat interface—
inspired by Tangible-Tango [64]—separates these slices into
“floor plan”-like segments spread out on the projection surface,
while the platform interface creates the slices with a series of
stacked platforms.

The flat interface (Figure 1a) consists of one plane of aug-
mented reality space. Sections of the container are presented
in parallel directly on the projected workspace, assisting with
the placement of littleBits. Using this interface allows the user
to simultaneously work on all levels of a container; however, it
does not present a one-to-one mapping of where the littleBits
would appear in physical space within the container. As such,
it allows for quick adjustments of circuit placement, but it
could be less intuitive with no physical correspondence in the
height direction.

The platform interface (Figure 1b) solves this correspondence
problem, mimicking how littleBits would be positioned in
the actual container by using building blocks as scaffolding
material. By building up layers of blocks, the user can position
the bits in 3D space in the exact position they would want
the bit to be. As such, this design provides the most direct
correlation between what the user sees and what the resulting
container would look like.

With the physical augmented reality interface and the monitor
interface combined, they have the potential to give the user
a deeper understanding of how the final container will look
before it is even printed, as compared to a solely digital inter-
face. We next describe the design of Printy3D’s interfaces and
interactions in further detail.

Spatial Augmented Reality Interface
To achieve the goal of enabling users to undertake design tasks
using the existing object as an integral part of this process,
we implemented the flat and platform interfaces. We wanted
to explore different facets of these interaction styles: the flat
interface emphasizes speed and fluidity, while the platform
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interface focuses on an accurate representation of the relative
positions of the existing and virtual objects. Aside from their
treatment of the height dimension, the two interfaces share the
same visualizations and interaction styles.

Flat Interface

The flat interface was influenced by the Tangible-Tango in-
terface [63]. This interface presents the levels of a container
like a building floor plan: each level is separated out and fully
visible along one flat surface (Figure 1a). The lowest level is
projected closest to the user, and higher levels are presented at
distances further away. We chose this order due to its spatial
similarity to the worldspace displayed on the accompanying
touchscreen monitor (described in the Monitor Interface sec-
tion).

This interface uses a projector to display each level separated
by a bold gray line, with an outline of the slice of the model rep-
resented by that section. Currently, these heights are equally
spaced apart from each other by 32 mm (1.26 in)—the same
separation as between the platforms—although in a future
iteration we plan to make their placement user-configurable.
One limitation of this interface is that because we display the
height dimension by splitting it into 2D segments, we can only
show three levels. More levels cause the display to become too
cramped, while placing them side-by-side disrupts the spatial
mapping between the physical workspace and the visualization
on the monitor interface.

Figure 1a illustrates the flat interface, with littleBit modules
placed within the projected outlines of three slices of a model.
Users can quickly move the modules within and between lev-
els, but need to maintain a mental mapping of which projected
level on the horizontal workspace corresponds to which slice
of the model on the vertical monitor interface.

Platform Interface

The idea behind the platform interface is to enable the user
to physically place modules in a one-to-one correspondence
to the virtual model. To physically build in 3D requires some
kind of support to hold the littleBits at a particular height. Ide-
ally, such a support will provide not only a stable, adjustable
surface to allow users to quickly place modules at different
heights, but a surface on which the projected feedback can be
displayed. We first experimented with “floating” platforms
which freely slide along a rod (Figure 4a), but found they
offered too much freedom, being difficult to place in the exact
desired position (e.g., putting two modules at exactly the same
height position). We also tested large-format Duplo building
blocks (Figure 4b) but found they were too bulky and low-
resolution to support building more than the simplest struc-
tures. We ultimately settled on Lego building blocks, which
support more adjustability while allowing precise adjustment,
and are available in white, which allows the projected interface
to be visible.

The platform interface (Figure 1b) uses standard Lego bricks
and baseplates. The blocks act as supporting pillars, allowing
the baseplates to be positioned at the height the user wishes
to place the littleBit module within the container. Users can
place one or several modules on a platform, and can stack

(a) “Floating” platforms (b) Duplo blocks
Figure 4. Platform interface scaffolding prototypes.

Figure 5. Projected container cross-sections for three different levels of
the Minion model.

the platforms on top of each other to build multiple levels in
the container for the circuit. The platform heights directly
correlate with where the littleBits will be positioned within
the container, so users can physically place littleBits exactly
where they want them to be housed in the model. The platform
levels can overlap each other in the height dimension, allowing
for precise placement of electronics.

The system projects corresponding slices from the 3D model
onto the top-level platform to indicate where in relation to the
model the platform is located (Figure 5). The virtual model
is fixed in space relative to the horizontal work surface, so
moving the platforms gives the sense of a magic-lens inter-
action [8], with the platform as a “lens” into a virtual model
located on the work surface.

Projected Feedback

Both the flat and platform interfaces provide projected feed-
back to guide littleBit module placement within the container.
Informed by the principles of direct manipulation [32], we
want to keep feedback minimal and intuitive, while at the same
time helping the user understand how their physical placement
actions interact with the virtual container. Doing so assures
the user that their final container can successfully hold the
modules required by their circuit before they print it, avoid-
ing the print-adjust-reprint cycle typical of many augmented
fabrication 3D printing projects.

Printy3D currently performs three types of validity checks
around module placement and provides projected feedback for
each:

Container enclosure: in general, littleBit modules should be
fully enclosed in the container. This validity check inspects
each module to ensure that no part of it is on the outside of
the container; if this placement error is detected, the system
projects a red rectangular outline around the given module
(Figure 6a) until its placement is corrected.
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(a) Enclosure (b) Side access (c) Top access
Figure 6. Projected feedback examples. Examples are shown with the
flat interface but are identical for the platform interface.

Side access: some modules have components that necessarily
must be exposed through the walls of the container. For
example, the power module must have a hole through which
the USB power cable can be plugged into the module, and
the pressure sensor module should allow the pressure sensor
to exit the container. For each of these special-case modules,
the system projects a black arrow (Figure 6b) to indicate the
side of the module that needs access; moving the module
such that the arrow intersects with a wall will result in a
valid placement.

Top access: similar to the side access case, some modules
such as the button and LED require access through the top
of the container. For these special-case modules, a solid
red rectangle with a hole is projected on top of the given
module (Figure 6c); moving the module vertically closer to
a top surface of the container corrects the error.

Monitor Interface
Printy3D’s touchscreen monitor, located vertically adjacent to
the horizontal workspace (Figure 1), performs several func-
tions: it walks the user through the selection of a circuit to
build, presents container models for the user to select from,
and provides a digital rendering of the 3D container with vir-
tual littleBits that correspond with the physical locations of
the physical modules; this allows the user to verify the design
of their final container.

During the selection phase, the user selects the littleBits to use
in the circuit, as well as the container for the circuit. At the
start of the application, the monitor view presents the user with
a library of littleBits that can be used with the system. After
selecting the bits in the order that they need to be assembled for
the circuit to work, the user then selects a container to house
the circuit. In the system’s current form, users can select
from a list of provided STL files with corresponding preview
images. These models were obtained from Thingiverse4, a
public repository of CAD models which people are able to
freely use and modify.

Once a model is selected, the application takes the user to the
editor view (Figure 7). A list of littleBits required in the circuit
appears on the side of the screen, and a 3D digital rendering
of the model appears at the center. Users can rotate the model
either via the touchscreen or the mouse to view different angles
during the build process. Buttons on the side of the screen
also allow the user to zoom in and zoom out, in addition to
resetting the camera to its default view.

4 thingiverse.com

Figure 7. Editor view of monitor interface, with littleBit and platform
renderings.

As the user places littleBits in the workspace, using either
tangible interface, virtual 3D renderings of the bits appear
at their corresponding positions within the rendered model.
Because the model is semi-transparent, users can see where
the modules are positioned within this digital container. These
digital modules provide an accurate representation of where
the bits will end up in the final product. The system continually
updates the locations of the littleBits as the user manipulates
them.

Digital renderings of the levels from the flat interface, or of
the platform locations in the platform interface, also appear in
the monitor view to further guide littleBit placement. Outlines
at the point of intersection with the container are displayed
on top of these platforms; these outlines match those in the
augmented reality environment so that the user can better
understand the connection between the two views. As with
the littleBit modules, as a user manipulates the platforms on
the workspace, their locations are updated in the rendering.

Once a user has placed all littleBits inside the container, a com-
pletion button activates on the screen. The user can continue
to redesign the placement of their circuit if they wish, or click
on the button to indicate they are done. Because our focus
was on prototyping different interaction modalities and under-
standing their tradeoffs, Printy3D does not currently export
the completed models; however, this functionality has been
demonstrated in previous work [5, 27, 35].

IMPLEMENTATION
Printy3D runs on an HP Sprout computer, an all-in-one
Windows-based PC with a touchscreen monitor, high-
resolution camera, depth camera, DLP projector, and mul-
titouch mat. The cameras and projector are factory-calibrated
to view and project on the touch mat, offering a convenient
setup for our system. Printy3D is implemented in two parts:
a backend computer vision component, and a frontend UI
component. The backend communicates with the frontend
via a JSON file interface; the entire system runs at about four
frames per second.
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Backend
We use the HP Sprout’s built-in color camera to track the lit-
tleBit modules. We initially tested feature-based tracking but
found the modules are too small to be accurately tracked at in-
teractive speeds; therefore, we place small (1 cm square) fidu-
cial markers on each module and slightly larger ones (1.5 cm
square) on each platform. We used the OpenCV C++ com-
puter vision library with ArUco markers [22]. Each littleBit
has a unique marker to identify the type of the bit, while all
platforms share the same marker. The backend application
detects each bit and platform, and calculates its pose.

In order for the frontend to correctly render the placed littleBit
modules, the system must determine when two modules are
magnetically connected to each other. To do so, we compute
the coordinates of the four corners and the center of of each
module from the coordinates of the fiducial markers and the
known size of each module. We then sort each by their centers
from top-left to right-bottom. Next, we compute the Euclidean
distance between the corners of every two adjacent littleBits in
sorted order; if less than an empirically-determined threshold,
we consider the two modules to be connected.

Frontend
The frontend interface is implemented as a web application
using the Vue.js5 Javascript framework and three.js6 to render
the 3D graphics. The frontend displays both the monitor
interface as well as the projected feedback. It accomplishes
this via two browser windows which communicate with each
other via web storage. When the backend updates the locations
of the littleBits modules and platforms, the main window
process of the frontend re-renders the preview, performs error
checking on module placement, and projects feedback.

We generate the container cross-sections in the projected dis-
play by taking slices with boolean operations using the Open-
JSCAD library7. The slices are static for the flat interface, but
we dynamically update them whenever platforms are moved
in the platform interface, displaying only the portion of the
slice that intersects the platform.

We also check for placement errors (Figure 6) using boolean
operations. To check for enclosure, we extrude each slice by
the height of a level and perform an intersection test with each
littleBit module represented as a rectangular solid. To check
for side and top access, we cast a vector from the module in
the direction of needed access (e.g., to the side for the power
module and up for the button), and compare the distance to
the nearest surface with a predefined threshold.

EVALUATION
To evaluate the usability and user preferences of the two phys-
ical interaction methods, we conducted a pilot study and a
subsequent two-stage exploratory user study. Rather than to
robustly evaluate metrics such as completion time, the goal of
the study was to obtain initial impressions of the usability and
enjoyability of our interfaces from child participants,.

5 vuejs.org 6 threejs.org 7 joostn.github.io/OpenJsCad

Figure 8. Non-pilot participant responses to the pre-study survey.

Participants
We recruited 3 adults (ages 24–28, two female) and 23 children
(ages 8–15, nine female) via email advertising and snowball
sampling. Participants received a 3D-printed toy as a gift. We
gave all participants a pre-study survey to understand their
levels of experience with 3D printing and modeling, littleBits,
Lego blocks, video games in general, and Minecraft in partic-
ular. Most participants had little knowledge of making-related
topics, although some of them had played with littleBits and
3D printers in school. Figure 8 summarizes the responses of
the non-pilot participants. All participants (and their guardian
in the case of child participants) agreed to be recorded during
the study. Refer to Table 1 for details on the participants.

Study PN Age M/F

Pilot
P01 24 F
P02 28 M
P03 25 F
P04 9 M

1

P05 9 M
P06 12 F
P07 13 M
P08 13 M
P09 8 F
P10 9 F
P11 9 M
P12 11 F
P13 8 M

Study PN Age M/F

1

P14 9 M
P15 11 F
P16 10 F
P17 8 M
P18 9 F
P19 12 F
P20 10 M
P21 8 M

2

P22 14 M
P23 10 M
P24 11 M
P25 10 M
P26 15 F

Table 1. Participant statistics for the pilot study and two stages. PN
indicates participant number and M/F indicates gender.

Procedure
We designed four circuits for this exploratory study: two sim-
ple circuits containing three littleBits in total, and two larger
circuits containing five littleBits in total. We also paired each
circuit with a particular container. For example, a circuit for
detecting noise sets off an alarm inside a T-Rex container to
deter unwanted guests in a room (Figure 9). During the study,
we presented these inventions as scenarios to lead users to
build the circuits inside the containers with a purpose. The
provided scenarios, as well as the size constraints of the se-
lected containers, also encouraged participants to use all levels
of a model so that their use of the 3D building space could be
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Figure 9. Selection view during the exploratory study: four circuits and
containers were designed for scenarios given to the participant. Models
c; Thingiverse IDs respectively 82480, 352308, 2490980, and 913069.

observed. We tested all circuits before the study to ensure they
could be successfully built using both interfaces.

We conducted our study in three stages. The first stage study
was a pilot with three adults and one child (recruited via con-
venience sampling). The goal was to get preliminary results
and validate our study methods. The second stage was a study
with 17 children. In this stage, all participants used the same
circuit and container model. By controlling these variables, we
were able to focus on comparing the two interfaces. The third
stage was a study with five children. Unlike the second stage,
participants tested one simple circuit and one complex circuit,
each with its corresponding container model. In this stage we
focused on the design opportunities our system provided for
different levels of design goals.

To equally compare the two interaction techniques, the plat-
form locations in the platform interface were matched in height
to the slice locations in the flat interface. This meant that the
same container design could be created in both interfaces.

We gave each participant a brief demonstration for each in-
terface to help them understand how they worked. We did
not explain the meaning of the projected feedback initially;
instead, when the user triggered a new type of feedback, we
asked them what they thought it meant. Only if the participant
became frustrated did we explain its meaning.

We asked participants to think aloud while interacting with the
interfaces, and asked probing questions to understand what the
user was doing during the build process. We also conducted a
post-study interview to debrief participants and collect more
of their thoughts about both interfaces. Additionally, partici-
pants filled out a post-study survey to indicate their preferred
interface, as well as rate the usability and enjoyability of each
interface, using Read et al.’s “smileyometer” Likert scale [53].
Throughout the study, we video- and audio-recorded each
participant to use for later analysis.

Pilot Study
We recruited four participants (three adults, ages 24–28, two
female; one child, age 9, male) to conduct an initial pilot study.
We first introduced participants to littleBits and provided them
a few minutes of free time to learn how they worked and how
to use them. Afterwards, we explained the purpose of the
Printy3D application and how it could be used to build custom

containers for littleBit circuits. We then presented participants
with one of the physical interfaces, selected at random, and one
of the circuits with its corresponding container. After success-
fully placing the littleBits within the container and pressing
the Done button (or verbally indicating they were done), the
participant repeated this process with the other interface and
another circuit. Due to time constraints, participants were only
able to build two circuits in total during the study.

First Stage Study
In this study, we recruited 17 child participants (ages 8–13, 8
female). We gave participants the same introduction and study
procedure as in the pilot. However, participants only used one
circuit paired with its container model. The container was
a “Minion” model (Figure 9) and the circuit contained three
modules: a power module, a pressure sensor, and a buzzer.
The scenario was that pressing the pressure sensor makes the
buzzer sound. We did not specify a predetermined position for
these electronics, and participants could put them wherever
they wished inside the container. Each participant used both
interfaces, presented in random order.

Second Stage Study
In this study, we recruited five child participants (ages 10–
15, one female). We gave participants the same introduction
as in the pilot. However, in this study, participants used two
circuits and containers. One circuit/container combination was
identical to that used in the first stage (the “Minion”), while
the second was a more-complex circuit containing a power
module, a sound trigger, a cloud module, a light module, and a
buzzer. These five modules were to be placed into a dinosaur
model. The scenario was a “room guard”: upon detecting
sound, the circuit causes a sound and light alert; it also sends
a message via the littleBits web API. Each participant tried
the simple circuit first, followed by the complex circuit. The
order in which they used the interfaces was randomized.

FINDINGS
As discussed earlier, our focus with the study was to under-
stand whether the two interfaces were usable by children for
our simple augmented fabrication task, and what differences
there were in interaction between them. Although we hypothe-
sized that the second stage study, with more-complex circuits
and containers, would yield different participant behavior, we
did not observe significant changes; as such, in the remainder
of the paper we report the results for all studies together.

Module Placement
All participants understood the concept of placing littleBits
within the digital container for both interfaces. For example,
using the flat interface, P12 said “This lower part is like the
body and this [pointing to top layer] is the head.” Also us-
ing the flat interface, designing the T-Rex room guard, P26
commented, “. . . and then it’ll have a light shining through its
eyes, and it’ll look scary!” P25, using the platform interface,
placed a second layer of platform, then looking at the monitor
said, “so that’s now the neck. . . that’s actually the smallest
part, so. . . since the neck is the smallest part, we should have
the smallest [littleBit].” Other participants, while less ver-
bal, demonstrated their understanding of the correspondence
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between physical littleBit placement and the location of the
littleBits in the model.

However, the platform interface did exhibit some placement
issues: several participants had difficulties with understanding
that the platforms occluded the camera’s view of lower levels,
and manipulated modules between platforms. Experiencing
this issue, P5 said that “it is harder to switch parts at the bottom
if you want to keep the [arrangement at the] top.”

Projected Feedback
Some participants struggled with understanding the provided
feedback when littleBits were positioned in an invalid location.
Most understood the red outline when a littleBit was out of
bounds, such as when one participant (P22) noted, “it doesn’t
fit inside” after seeing the feedback. Fewer participants under-
stood that the arrow meant the littleBit needed to be moved,
and those who did were not sure of exactly how to move the bit
to fix the problem. After some prompting of the form, “what
do you think this means?” participants could usually correct
the error. The participants who triggered the top-access error
feedback were unsure what it meant.

Interface Preferences
Participants were split on their physical interaction preferences.
Eleven preferred the flat interface, five liked the platform
interface better, and ten liked both equally.

Those who preferred the flat interface thought it was more
straightforward and simpler to use than the platform inter-
face, and most participants didn’t think it was difficult to
understand the 3D models because they could reference the
rendered model on the monitor. Regarding understanding the
relationship between the projected slices, P19 said, “it’s not
harder for me because you also see on the computer.” Most
participants felt that it was easier to manipulate a littleBit in the
flat interface. P5 said that with the flat interface, “it is easier to
know where to put the [littleBits].” P4 stated that he “liked ex-
perimenting with the position” of littleBits when using the flat
interface, and also appreciated that the flat interface shows all
the layers at the same time. This allowed him to easily move
littleBits between sections of the container without needing to
disassemble or reassemble anything. P8 said that with the flat
interface “it is easier to put on littleBits at specific points.” P21
said that “I choose the [flat] one because it’s much quicker and
you don’t need to take layers off and put them on.” P26 said
that “first I like the Lego interface...because it’s nice to see the
actual 3D model, but then [the flat one] is a little easier to see
all layers all at once.”

Participants who liked the platform interface enjoyed it be-
cause of its accurate and physical representation of how the
container would be built. P1 noted that the platform interface
“is the real thing. I can touch [it], so I like [it] more.” She also
felt that she had a better understanding of where to place lit-
tleBits when using the Lego block platforms because they “are
more real, like the real world.” P6 said that “I like the one with
the Legos because you can see, like, where [a littleBit] would
be...it’s easier.” P7 said that the platform interface “shows you
how it really works physically.” And P12 noted that with the
platform interface “you can kind of see what, um, it’s kind

of going to look like...you can kind of see the Minion shape.”
P19 said that “The Lego one is good because it shows you,
like, where exactly [a littleBit] is on the Minion because you
have the layers in front of you.”

Participants also had some criticisms about the platform in-
terface. Although the actual projected model slices were the
same size in both interfaces, post-study discussion revealed
that the platforms gave P22 the feeling of limited interaction
space. P14 found the Lego bumps made it difficult to see the
projected feedback and suggested a smooth platform surface.

DISCUSSION
Our focus in developing and testing Printy3D was to take
a first step towards enabling users to engage in augmented
fabrication, using existing objects directly as part of the de-
sign process. We are particularly interested in what kind of
interaction techniques best support a user’s understanding and
manipulation of the relationship between physical and virtual
to-be-fabricated objects. With the development of two differ-
ent physical interfaces, we had the opportunity to observe and
compare user reactions to each one during the studies, and
to draw some conclusions about what design strategies might
best apply for future efforts of this kind.

Our first observation is that, as a specialized tool, Printy3D
succeeded in taking a task that would be highly complex
with traditional tools and made it simple enough for chil-
dren. Printy3D exemplifies the classic trade-off between a
low threshold and a high ceiling [43]: our system lowers both
the threshold for learning and the ceiling of what is possible.
Despite the perhaps non-surprising nature of this observation,
it illustrates that we have taken a step in the right direction,
creating a system that allows children to design cases for their
electronics using the physical modules as an integral part of
the design process.

We were surprised to find that a relatively small proportion
of participants preferred the platform-based interface; our
tentative hypothesis had been that the one-to-one spatial corre-
spondence between the projection workspace and the rendered
model would provide a more-intuitive method to interact with
the system and therefore might be preferred. We see several
reasons for this evident preference. First, Printy3D’s platform
interface suffers from technical limitations not present in the
flat interface. Because the Lego block-based platforms are not
optimized for projection, feedback was more difficult to see.
Camera-based tracking prevents the system from observing
littleBit modules moved outside of the view of the camera,
especially in-between platforms; however, this limitation is
not obvious to children and appeared to cause, if not confu-
sion, at least a greater sense of the limitations of the system.
Second, while modules on platforms are placed at the same
three-dimensional location as in the virtual model, a holistic
understanding of the state of the system is harder to gain. Just
as the platforms occlude the camera’s view of modules in
lower positions, they also occlude the projector’s ability to
show slices and feedback indicators. Finally, our participants
found moving modules between platforms more difficult than
shifting them on the same horizontal plane.

9

Tangible Interaction & Toys IDC 2018, June 19–22, 2018, Trondheim, Norway

189



The technological limitations can, no doubt, be overcome with
sufficient work: non-visual tracking systems (e.g. magnetic
trackers [49]) could allow freer manipulation of the modules,
and constructing the platforms from active materials such as
LCD panels. However, the fluidity of interaction is another
challenge: in our simple three-platform scenario, the main
concern for participants was correctly placing modules. In this
case, the flat interaction method simplifies moving modules
between levels of the model. A more-complex scenario, with
multiple overlapping levels, might be easier to understand with
the platforms and overcome the flat interface’s advantage for
moving modules around.

It was clear from participant feedback that the preview render-
ing on the monitor was key to their understanding of the sys-
tem. As a user moves a physical module around the workspace
(whether in the flat or platform interface), the preview updates
in realtime to reflect the module position. This correspondence
especially helped participants understand the relationship be-
tween the flat interface and the 3D model.

Although most participants understood the red outline feed-
back given when littleBits were not placed completely inside
a container, they did not fully understand the feedback given
for bits that needed to either be closer to a side wall or to the
surface of the model (Figure 6). One reason could be a lack of
experience with littleBits leading to some participants being
unclear as to what the modules did and how they interact with
the environment; for example, it was not immediately obvious
that the LED module required a hole in the container in order
to be visible. However, there is clearly room to improve our
projected feedback: one participant in the flat interface condi-
tion interpreted the arrow feedback as an instruction to move
the module to a different level rather than closer to a container
wall. One possibility could be to animate a suggested fix by
showing the littleBit module moving closer to its needed des-
tination, either in projection for an in-plane movement or on
the monitor for a height movement.

Overall, we observed that the projected feedback did help par-
ticipants correct their designs. Even with the feedback that was
less obvious, once they understood its meaning participants
were quick to move the modules to address the issue.

IMPLICATIONS AND CHALLENGES
Printy3D as a system allows creating containers for littleBit
modules; however, we also intended it as a test-bed for sys-
tems that allow a user to work directly with existing objects as
part of an augmented fabrication design process. Our findings
allow us to make a number of recommendations for future
systems that use tangible manipulations of existing objects
with respect to existing objects; we also identified several chal-
lenges for future research in systems of this type to address.

Implications for Design
In-situ information and feedback: Printy3D provides in-situ
feedback via its spatial augmented reality interface. This feed-
back proved effective with our participants, allowing them to
quickly understand how the module they were manipulating
was situated within the container, as well as to understand—in
most cases—if an error in placement had occurred. Like other

forms of augmented reality-based annotation [6], Printy3D’s
feedback has the advantage of being co-located with the ob-
jects of interest.

Provide previews: While we found in-situ feedback and in-
formation to be useful, our spatial AR technology could not
give the entire picture to our participants. In the flat interface,
the slices of the model were physically separated from each
other, while the platforms in the platform interface prevented
display on any but the topmost surface. Providing a preview
display on the monitor gave participants a way to confirm the
understanding they formed from the projected interface.

Interface and complexity of interaction: As discussed earlier,
participants largely found the flat interface to serve their needs
best, but this may have been in part due to the simplicity of
the task. Our supposition—to be tested in future work—is
that more-complex layouts might provide an advantage to the
platform-based interface.

Challenges
Positioning physical objects in 3D: The core interaction in
Printy3D is positioning the physical littleBits modules in
three dimensions relative to the virtual container. Our two
interfaces—flat and platform—were two different approaches
to this problem. This is a core challenge for future research:
while there are an increasing number of examples in the liter-
ature of physical visualization in three dimensions, there are
very few examples of fully-3D tangible manipulation.

In-situ design: Printy3D presents one, relatively small step
towards in-situ design with existing objects. How can users—
especially children—take the next step? Can they be enabled
to modify the containers themselves at the same time, or even
take the step to designing the containers?

CONCLUSIONS
Our research explores the possibilities of what future tangible
design interfaces for augmented fabrication could look like,
focusing on enabling the user to work directly with existing ob-
jects as part of the design process. As a first step towards this
goal, we implemented Printy3D, a system designed to enable
children to create containers to hold littleBits electronic mod-
ules based on existing 3D models. With the support of digital
information, the system benefits from physical interaction with
existing objects: augmented overlays and feedback projected
over the littleBits provide a connection to the virtual world for
a complete picture of the finished build. In Printy3D, tangible
and virtual elements complement each other for an even richer
and more-engaging experience in the design process. While
enabling designers to work fully in 3D with tangible interfaces
is challenging, our system was successful, and points the way
towards future systems for more-complex designs.
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SELECTION AND PARTICIPATION OF CHILDREN
We recruited 3 adults (ages 24–28, two female) and 23 chil-
dren (ages 8–15, nine female) via email and social media
advertising and convenience and snowball sampling. We gave
both children and their parents the description of our study
and had them sign consent forms. The study description and
consent form for child participants used simplified language
in order to ensure informed consent, but contained the same
information as the adult consent materials. All study materials
were approved by our institution’s IRB.
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